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Abstract

We study the economic rationale for people to engage in self-restraint. Specif-
ically, we show that when a good is addictive and harmful, forward-looking
present-biased consumers have an incentive to restrict their current consump-
tion �below the level at which marginal utility of consumption equals marginal
cost �in order to curb their future consumption of the harmful good. If the in-
centive is su¢ ciently strong, present bias may encourage consumers to consume
less of the addictive bad today. Finally, we show that a self-restraint incentive
can coexist with a sin tax on the addictive bad.
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�Complete abstinence is easier than perfect moderation��St. Augustine

1. Introduction

In economics, the act of restricting one�s own consumption has largely been

understood through the lens of self-control and time consistency. For example,

an agent holds back from indulging today because she gives su¢ cient weight

to the negative utility it generates in the future against the utility gain today.

Self-control allows an agent to maximize utility in a time-consistent manner.

However, some people impose even stronger restrictions on their consumption.

For example, many people go so far as to engage in no-sugar or no-carb diets,

even though consuming them in moderate amounts is not harmful. Similarly,

one of the authors of this paper has refused to start watching a popular and

critically acclaimed Net�ix series because of his fear of becoming addicted (binge

watching). Thus, he only watches mediocre shows, even though he knows he

would enjoy the former much more.

In this paper, we use an economic framework to model when and why people

exercise self-restraint. We de�ne self-restraint as an act of consuming less than

the level at which the marginal utility of consumption equals the marginal cost.

Speci�cally, we show that when a pleasurable good is addictive and generates

harm in the future, forward-looking present-biased consumers have an incentive

to consume less of the good today to curb their future selves from overconsuming

the good.1

Consider a simple numerical example. A student has an exam in period 3 and

has an opportunity to watch a newly released TV show in the �rst two periods.

There is no cost to watching the show in period 1, but watching the show in

period 2 will severely impact the student�s performance on the exam and will

incur a cost of 5 utils in period 3. In addition, the show is addictive. Watching

the show for the �rst time generates an immediate reward of 1 util, and his

enjoyment increases to 3 utils if he watched the show in the previous period as

well.

Let us assume linear utility. A time-consistent student (with � = 1) will

watch the show in period 1 and not watch the show in period 2. He does not

1Self-restraint is an example of a self-control method. Another common self-control method
involves the use of a commitment device. In Section 3, we show that the incentive to engage
in self-restraint can coexist with a commitment device such as a sin tax imposed on harmful
goods.
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watch it in period 2 because the reward is always less than the cost (3 < 5 and

1 < 5), and he watches it in period 1 because the reward is higher than the cost

(1 > 0).

By contrast, a present-biased but sophisticated student may choose not to

watch the show at all. Consider a quasi-hyperbolic consumer with � = 0:55. He

knows that if he watches the show in period 1, he will end up watching the show

in period 2, because the immediate reward is larger than the discounted future

cost (3 > 5� = 2:75). If he does not watch it in period 1, he will not watch it

in period 2 (1 < 5�). Therefore, the only two viable options are to either watch

the show in both periods or not watch it in both periods. Watching TV in both

periods leads to a discounted period-1 utility of 1 + 3� � 5� = �0:1 < 0, so he
chooses to refrain from watching the show entirely in both periods.2

The results may appear somewhat counterintuitive in that sophisticated present-

biased agents have an incentive to reduce the consumption of the addictive bad

today to regulate their future consumption. This incentive appears to be par-

ticularly strong if the bad is highly addictive, or if future consumption is signif-

icantly harmful. While this scenario is an extreme (corner-solution) example to

illustrate a self-restraint motive, in Section 2 we demonstrate the existence of a

self-restraint incentive in a more general case with interior solutions.

Interestingly, we also �nd that the incentive to exercise self-restraint exists

even in the presence of commitment devices. Commitment devices, such as a

sin tax for harmful goods, are external tools that allow people to regulate their

future consumption. Similarly, self-restraint helps regulate future consumption.

However, there are two subtle but important distinctions between commitment

devices and self-restraint. First, self-restraint is only a viable option when the

good is addictive because it works by reducing the future stock of the addictive

good. In contrast, commitment devices typically work by increasing the price

of future consumption. Second, self-restraint is an internal method of regulat-

ing future consumption that does not rely on the availability of external devices

or interventions. As a result, sophisticated present-biased consumers have an

incentive to engage in self-restraint with addictive bads even when external com-

mitment devices (e.g., a sin tax) are present. In Section 3, we show that a

self-restraint incentive can coexist with a sin tax in the context of the addictive

bad.

Our �ndings generate interesting implications. First, our results demonstrate

2Note that a naive, present-biased student would end up watching TV in both periods.
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that present-biased consumers have an internal incentive to exercise self-restraint.

For many years, governments and organizations have provided external commit-

ment devices (e.g., a sin tax) to help mitigate the problem of over-consumption

of harmful goods. Our �ndings suggest that increasing the sophistication of

present-biased consumers may be an e¤ective and complementary method to

mitigate over-consumption by encouraging present-biased consumers to exercise

self-restraint.

Another interesting implication is what happens when cessation products,

such as nicotine replacement products, or electronic cigarettes for quitting smok-

ing, are introduced in the market. Cessation products make it easier to quit an

addictive good, and thus reduce the self-restraint incentive that sophisticated

present-biased consumers have towards the addictive good. Ultimately, however,

the new cessation products could potentially increase the consumption of the

addictive good for some sophisticated present-biased consumers. That is, cessa-

tion products could help current smokers quit, but it could also increase smoking

initiation among non-smokers who previously exercised self-restraint.

Much of the economics literature on present bias has focused on why peo-

ple over-consume harmful addictive goods (or under-consume bene�cial goods).

Our paper provides novel insights on why people sometimes aggressively under-

consume (over-consume) such goods.

Our paper builds on the rational addiction literature pioneered by Becker and

Murphy (1988), and Gruber and Köszegi (2001; 2004), in particular, who incorpo-

rate hyperbolic discounting into the addiction model. Gruber and Köszegi (2001;

2004) focus on the myopic mistake of present-biased agents, namely, their ten-

dency to overconsume addictive bads (compared to the paternalistic preference

of exponential discounting) due to a self-control problem. Our paper focuses on

a di¤erent phenomenon that arises from the self-control problem: present-biased

consumers anticipate that their future selves will overconsume the addictive bad

(compared to the current selves�present-biased preference), and as a result, they

are willing to consume less today in order to regulate future consumption. Our

results do not rely on normative assumptions about the optimal intertemporal

preference.

This paper also contributes to the literature on a hyperbolic-discounting

model (Strotz 1956; Phelps and Pollack 1968; Pollack 1968; Laibson 1997). The

literature has identi�ed various commitment devices such as illiquid �nancial

assets (Laibson 1997; Kocherlakota 2001), a minimum savings rule (Amador et
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al. 2006), commitment savings contract (Bond and Sigurdsson 2018), sin tax

(O�Donoghue and Rabin 2006) and information restriction (Bénabou and Tirole

2002; 2004). A growing number of empirical studies have also investigated the

demand for commitment devices for addictive goods such as smoking and alco-

hol (Gruber and Mullainathan, 2005; Bernheim et al., 2016; Hinnosaar, 2016;

Schilbach, 2019).3 In this paper, we demonstrate that self-restraint is a viable

commitment method that does not rely on the availability of external commit-

ment devices.

Finally, this paper contributes to the understanding of how our decisions are

a¤ected by present bias. A growing body of empirical literature has documented

evidence of present bias across many decisions we make, including smoking (Gru-

ber and Köszegi 2001; 2004), exercising (Dellavigna and Malmendier 2006), eat-

ing (Ruhm 2012), energy consumption (Schleich et al. 2019; Werthschulte and

Loschel 2021), demand deposits (Kang 2020), aggregate savings (Kang 2021),

and participation in welfare programs (Fang and Silverman, 2009). Bradford

et al. (2017) show that individuals�time preferences are signi�cant predictors

of their behaviors across multiple domains, including health, energy use, and

�nancial decisions.

The remainder of this paper is organized as follows. Section 2 develops a

simple three-period addictive/non-addictive goods model with hyperbolic dis-

counting. Section 3 derives an inverse demand function for an addictive good

and shows that consumers, in general, have a self-restraint incentive in con-

suming the addictive bad. Section 4 compares the self-restraint incentive with

self-commitment tools that have been widely researched in economics. Section 5

concludes.

2. The model

2.1. The period-utility

Following Becker and Murphy (1988) and Gruber and Köszegi (2001), we

assume that the period-utility function at period t is

Ut = U(at; ct; St) = v(at; St) + u(ct) (1)

3For an excellent survey paper on commitment devices under present bias, see Bryan et al.
(2010).

4



where v1 > 0; v2 < 0; v12 > 0; u0 > 0. To guarantee interior solutions, we assume

that Ut is concave and limat!0 v1(at; St) =1; limat!1 v1(at; St) = 0; limct!0 u
0(ct) =

1; limct!1 u
0(ct) = 0. St represents the stock of an addictive good at period t.

We have:

St+1 = (St + at)(1� d); (2)

where d represents the depreciation rate. Period-1 stock, S1, is exogenously given

in this model.

The key assumptions of the addiction model are that the stock of the addictive

good increases the marginal utility of future consumption (i.e., reinforcement, or

v12 > 0) and decreases future period utility (i.e., adverse health e¤ect, or v2 < 0).

2.2. Hyperbolic discounting and intertemporal utility

We assume that an individual lives three periods. In each period, the indi-

vidual maximizes the intertemporal utility de�ned by the hyperbolic discounting

framework. Under the assumption that the individual is sophisticated, we solve

the maximization problem using backward induction.

We assume that in each period, there is a �xed income. Becker and Murphy

(1988) hold the marginal utility of wealth constant when analyzing price changes,

which in practice is similar to assuming no savings. y1; y2 and y3 represent

incomes in periods 1, 2, and 3, respectively. In each period, the price of the

non-addictive good is one, and the price of the addictive good is pt in periods

t = 1; 2; 3. We follow Gruber and Köszegi (2001; 2004) and assume no credit

market in our model, and that some exogenously given income is consumed in

each period. This assumption makes the model more tractable, and relaxing this

assumption will not impact the main results.4

In period 3, given the period-3 stock of the addictive good, S3, the consumer

4With the credit market, the consumer will move resources across time periods. Thus, the
expenditure in each period would not necessarily be the same as the period�s income, i.e.,
ct + ptat 6= yt. However, we have the expenditure as ct + ptat = y0t, where (y

0
1; y

0
2; y

0
3) are

equilibrium expenditures in an economy with the credit market, and the present value of the
total expenditure is equal to the present value of the incomes in the three periods such that

y1 +
y2

1 + r2
+

y3
(1 + r2) (1 + r3)

= y01 +
y02

1 + r2
+

y03
(1 + r2) (1 + r3)

;

where r2 and r3 are real interest rates in periods 2 and 3, respectively. In this case, the equi-
librium allocation replacing (y1; y2; y3) with (y01; y

0
2; y

0
3) is equivalent to those with (y1; y2; y3)

and the credit market. Therefore, we can derive the demand function from the Euler equations
in terms of the addictive good with incomes (y01; y

0
2; y

0
3), which lead to the same results as in

Proposition 1.
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solves the following maximization problem:

max
a3;c3

v(a3; S3) + u(c3) (3)

subject to

p3a3 + c3 = y3:

From the maximization problem of Eq. (3), we have a3 and c3 as a function of

S3 (see Appendix A for the detailed mathematical derivation). Denote a3(S3) and

c3(S3) as the solution to the maximization problem of Eq. (3).

We use the �-� hyperbolic discounting model in this paper. In period 2, given

the period-2 stock of the addictive good, S2, the consumer solves the following

maximization problem:

max
a2;c2

v(a2; S2) + u(c2) + �� fv(a3; S3) + u(c3)g (4)

subject to

p2a2 + c2 = y2:

By replacing a3 and c3 with a3(S3) and c3(S3), we can solve the maximization

problem of Eq. (4). Denote a2(S2) and c2(S2) as the solution to the maximization

problem of Eq. (4).

Finally, in period 1, given the period-1 stock of the addictive good, S1, the

consumer solves the following maximization problem:

max
a1;c1

v(a1; S1) + u(c1) + �� fv(a2; S2) + u(c2)g+ ��2 fv(a3; S3) + u(c3)g (5)

subject to

p1a1 + c1 = y1:

We can solve for a1 and c1 by plugging (a2(S2); c2(S2)) and (a3(S3); c3(S3)) into

the period-1 maximization problem in Eq. (5).

3. Main result

In this section, we present the main result of this paper. If the addiction

exhibits complementarity (i.e., the past accumulation of the addictive stock in-

creases the current consumption of the addictive good), the consumer has an

incentive to engage in self-restraint. We show that this complementarity prop-
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erty is derived from the key assumption of reinforcement (v12 > 0) in our model.

To show the existence of a positive self-restraint incentive, we derive the con-

sumer�s inverse demand function of the addictive good in period 1 (a1). Through

the inverse demand function, we can identify the relationship between the mar-

ginal cost (p1; i.e., how much the consumer is willing to pay to buy one unit of

the addictive good) and the marginal bene�t (i.e., the gain in lifetime utility by

consuming one unit of the addictive good). The self-restraint incentive makes the

marginal utility higher than the marginal cost in the inverse demand function,

and as a result, the consumer decreases consumption of the addictive good.

To derive the inverse demand function of a1, we solve the maximization prob-

lems using backward induction. From the period-3 and period-2 maximization

problems in Eqs. (3) and (4), we can derive (a2(S2); c2(S2)) and (a3(S3); c3(S3)),

respectively. Plugging them into the period-1 maximization problem in Eq. (3),

we have the following Euler equation: (for the detailed mathematical derivation,

see the proof of Proposition 1 in Appendix A)

v1(a1; S1) + ��

8><>:
v2(a2; S2) (1� d)

+(v1(a2; S2)� p2u0(c2)) a02(S2) (1� d)| {z }
Term I

9>=>; (6)

+��2

8><>:
v1(a3; S3)a

0
3(S3) (1� d)

2 + u0(c3)c
0
3(S3) (1� d)

2

+v2(a3; S3) (1� d)2 + v2(a3; S3)a02(S2) (1� d)
2| {z }

Term II

9>=>;
= p1 � u0(c1)

In the Euler equation of Eq. (6), the two terms I and II exist by the com-

plementarity property of addiction, i.e., a02(S2) > 0. Thus, from terms I and II,

we derive the self-restraint incentive in the inverse demand function. From Eq.

(6) and the Euler equations of periods 2 and 3, we have the following inverse

demand function: (see Appendix A).

p1 =
v1(a1; S1) + ��v2(a2; S2) (1� d) + ��2v2(a3; S3) (1� d)2

u0(c1)| {z }
(Relative) Marginal utility

(7)

�
�
���2 (1� �) v2(a3; S3)a02(S2)=u0(c1)

	| {z }
Self-restraint incentive

Because we can express a2, a3, S2, S3, and c1 as a function of a1 through the

response functions (a2(S2), c3(S3), a3(S3) and c3(S3)), Eq. (7) basically repre-
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sents the relationship between a1 and p1, which is the inverse demand function

of the period-1 consumption of the addictive good. The inverse demand function

in Eq. (7) can be divided into two parts. The �rst part is the marginal lifetime

utility and the second part is the self-restraint incentive.

There are three terms in the marginal utility component of Eq. (7). Consum-

ing one more unit of the addictive good increases the current utility by v1(a1; S1).

It also increases the future addictive stock with depreciation. Consuming one

unit of the addictive good in the �rst period increases the addictive stock in

periods 2 and 3 by (1 � d) and (1 � d)2, respectively. These increases in the
addictive stock decrease the utility in future periods since we have v2(a2; S2) < 0

and v2(a3; S3) < 0.

The second component of Eq. (7), the self-restraint incentive, is derived

from two important characteristics: time inconsistency (�) and the impact of

the addictive stock on future period utility (v2(a3; S3)). If either are zero, the

consumer would have no incentive to engage in self-restraint. If the self-restraint

incentive is strictly positive in Eq. (7), the demand price of the addictive good

(p1) is lower than its marginal utility. In this case, the consumer consumes the

addictive good less than the amount where the marginal cost of consumption

(p1) equals the marginal utility.

Eq. (7) indicates that if a02(S2) > 0 (i.e., there is adjacent complementarity),

then a higher level of addictive stock increases consumption of the addictive

good. This complementarity can be considered a natural result of addiction.

Therefore, we have the following Proposition:

Proposition 1 If an addictive good is complementary to the addictive stock (or
a02(S2) > 0) and the consumer is time-inconsistent (or � < 1), the consumer has

a positive self-restraint incentive to decrease consumption of the addictive good.

That is, the marginal lifetime utility of the addictive good in period 1 is larger

than the demand price of the addictive good.5

Proof: See Appendix A.

To further analyze the self-restraint incentive, we consider an example of

quadratic utility (Gruber and Köszegi, 2001; 2004) in which a closed form solu-

5We can model partial/full naivete following O�Donohue and Rabin (1999). Speci�cally,
assuming that the period-1 self believes period-2 self�s hyperbolic discount factor is b 2 [�; 1],
the consumer with b = �, b 2 (�; 1) and b = 1 can be interpreted as fully sophisticated,
partially naive, and fully naive, respectively. Solving the period-2 maximization problem by
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tion exists. With a utility function U(at; St; ct) = 2at � a2t
2
+ 2

5
atSt � St + ct,6

incomes (y1; y2; y3) = (1; 1; 1), zero depreciation (d = 0), and discounting factors

� = 1=2 and � = 1, we have the following inverse demand function from the Euler

equation of Eq. (7). For the detailed mathematical derivation, see Appendix C.7

p1 � 1|{z}
u0(c1)=1

= (1:413� 0:774a1)| {z }
Marginal Utility = MU(a1)

� (0:0624� 0:0318a1)| {z }
Self-Restraint Incentive = SR(a1)

(11)

In Figure 1, the equilibrium �rst-period consumption of the addictive good is

a1 = 0:47 when p1 = 1. However, without any self-restraint incentive, the equilib-

rium consumption would be higher, at a1 = 0:53: The intuition is that the agent

consumes less due to the self-restraint incentive to regulate future consumption

of the addictive good. In this example, there is adjacent complementary, since

a2(S2) = 0:761 + 0:522 � S2. Hence, based on Proposition 1, there is a positive
self-restraint incentive.

Proposition 1 shows the necessary and su¢ cient condition for the existence

of a self-restraint incentive, which is that the sign of a02(S2) is positive. The key

implication of the addiction is that when the past addictive-good consumption

replacing � with b in the proof of Proposition 1, we get the following Euler equation:

p1 � u0(c1) =
v1(a1; S1) + ��v2(a2; S2) (1� d)

+��2v2(a3; S3) (1� d)2| {z }
Marginal utility

(8)

�
�
� (1� b)��2v2(a3; S3)a02(S2)=u0(c1)

	| {z }
Self-restraint incentive

Eq. (8) indicates that as the degree of naivety increases (i.e., b increases), the self-restraint
incentive decreases. It becomes zero if the consumer is fully naive (i.e., b = 1).

6Even though this example violates the assumption of strict concavity of the utility function,
there exists an interior solution such that all the �rst- and second-order conditions are satis�ed.

7With a general form of the quadratic utility function in Gruber and Koszegi (2004),

U(at; St; ct) = �at �
a2t
2
+ katSt � St + ct;

the marginal utility (MU(a1)) and self-restraint incentive (SR(a1)) are expressed as the fol-
lowing closed-form solutions:

MU(a1) =

a1(�
2k3 + �(k + 3)k2 � 1)� �2k(k(p3 � � � 1) + 1)

��(k2p2 + k(p2 + p3 � 2�) + 2) + �
1� �k2 (9)

SR(a1) =
(1� �)�k(1 + �k)(1� a1k2(1 + k)� k2(� � p2)� k(� � p3))

(1� �k2)2
(10)
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Figure 1: The inverse demand curve for the addictive good in period 1 (a1) in
the leading example with quadratic utility function.

is high, the current consumption increases, which means a02(S2) > 0 (adjacent

complementarity). This implies that the future addictive consumption is com-

plementary to today�s consumption of the addictive good. This complementary

is directly derived from the property of addiction: that the consumption of an

addictive good increases the marginal utility of future consumption. Speci�cally,

we can derive a02(S2) as:
8

a02(S2) = �
v12(a2; S2) + ��v12(a3; S3)a

0
3(S3) (1� d) + ��v22(a3; S3) (1� d)

v11(a2; S2) + u00(c2)p22
:

(12)

From Eq. (12), we can see that v12(a2; S2) > 0 is the main force that ensures

a02(S2) > 0 (i.e., addiction is complementary to the stock of the addictive good).

The term ��v22(a3; S3) (1� d) in Eq. (12) could be a negative impact on the
complementary property. However, this impact is decreased by the discounting

factor �� and depreciation (1� d). Therefore, with a su¢ ciently small value
of �� and a su¢ ciently large d, we can prove that the consumer behaves in a

complementary way. As Gruber and Köszegi (2001) showed with a quadratic

utility function example, in general, the direct impact of v12(a2; S2) is stronger

than the discounted (by �� (1� d)) impact of ��v22(a3; S3).
From Eq. (12), the su¢ cient condition for a02(S2) > 0 is that v22(a3; S3) = 0.

8For the detailed mathematical derivation, see the Proof of Corollary 1 in Appendix B.
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Even though Becker and Murphy (1988) and Gruber and Köszegi (2001) assume

that v22(a3; S3) < 0, there is no obvious reason why the sign of v22 would be

negative or positive. Becker and Murphy (1988) impose a negative sign of v22
to make the period utility strictly concave so an interior solution always exists.

However, the key assumptions of addiction are reinforcement (v12 > 0) and an

adverse health e¤ect (v2 < 0), but not whether the past consumption of the

addictive good has an incremental or decremental negative impact (v22 < 0 or

v22 > 0). Therefore, we have the following corollary:

Corollary 1 A su¢ cient condition for the addiction to be complementary is

v12 > 0 and v22 = 0.

Proof: See Appendix B.

Corollary 1 suggests a su¢ cient condition for the addiction to be complemen-

tary, and thus for the existence of a positive self-restraint incentive. However, it

does not necessarily mean that the consumer has a self-restraint incentive only

if v22 = 0. For example, Gruber and Köszegi (2001) show that the complemen-

tary property can be demonstrated with a reasonable set of parameters with a

quadratic utility function, even if v22 < 0.

This paper shows that addiction (i.e., v12 > 0) is a necessary condition for the

consumer to have a positive self-restraint incentive. That is, this paper proves

that a self-restraint incentive exists only if the good is addictive (that is v12 > 0).

However, if the good is not addictive (i.e., v12 = 0), the self-restraint incentive

does not exist, as shown in Proposition 1 and Corollary 1. With the theoretical

approach taken in this paper, there is no clear way to quantitatively measure

the relation between the degree of addictiveness of the good and the magnitude

of the self-constraint incentive. Nevertheless, the leading example shows how

the magnitude of self-restraint is related to the degree of addictiveness. In the

leading example, the degree of addictiveness is interpreted as the value of k where

U(at; St; ct) = �at �
a2t
2
+ katSt � St + ct:

In this case, the self-constraint incentive is given by

SR(a1) = �
(1� �)�k(1 + �k)(a1k2(1 + k) + k2(� � p2) + k(� � p3)� 1)

(1� �k2)2
:

(13)
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From Eq. (13), we have

SR(a1) = 0 where k = 0; (14)

and
@SR(a1)

@k
= (1� �)� > 0 where k = 0: (15)

Eqs. (14-15) indicate that, at least around k = 0, self-constraint is increasing in

the degree of addictiveness (k), and there is no self-restraint incentive if there is

no addictiveness (i.e., k = 0).

4. Commitment devices vs. Self-restraint in-

centives

The rationale for a present-biased consumer to engage in self-restraint is

closely related to the demand for commitment devices in that both are intended

to regulate future myopic decisions. However, they operate through a di¤er-

ent channel: self-restraint curbs future consumption by reducing one�s addic-

tive stock in the future, while commitment devices curb future consumption by

increasing the price. For example, in a model with unhealthy normal goods,

O�Donoghue and Rabin (2006) propose revenue-neutral tax policies (also known

as a sin tax) to improve the welfare of hyperbolic consumers.9

Would people have a self-restraint incentive when commitment devices are

available? In this section, we use a sin tax as an example of a commitment

device and show that present-biased consumers will still have an incentive to

engage in self-restraint. This exercise also highlights the di¤erent mechanisms

through which the two methods of regulating future myopic decisions work.

A sin tax or revenue-neutral tax policy is a commonly proposed commitment

device in the literature. Speci�cally, the future period-2 self will need to pay

(1 + T )p2, where T is the proportional price tax, and will receive a lump sum

transfer (X) from an outside authority. The amount of lump-sum subsidy X is

Tp2a
�
2, where a

�
2 is the equilibrium amount of a2.

Although we use the term �tax policy,�the policy does not necessarily have to

9O�Donoghue and Rabin�s (2006) main focus is to derive optimal taxation to maximize the
social welfare function in a heterogeneous population. Therefore, the tax policy in O�Donoghue
and Rabin (2006) is di¤erent from the self-selected commitment tool that is introduced in this
section.
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be implemented by the government. For example, a consumer can buy, a smoking

cessation program or device from the private market. We simply show that as the

tax (T ) increases from zero to a positive value, the consumption of the addictive

bad (a2) decreases. If this policy improves the �rst-period intertemporal utility,

the current self in period 1 is willing to buy the commitment device. We have

the following �rst- and second-period budget constraints as:

c1 + p1a1 = y1 � q; (16)

c2 + p2(1 + T )a2 = y2 +X: (17)

where q is the price of the commitment device.

We de�ne that a commitment device exists if (T; q)� 0 such that the period-1

intertemporal utility with (T; q)� 0 is higher than that without (i.e., (T; q) = 0).

This implies that the consumer is willing to pay q in period t to choose the tax

policy T .

Proposition 2 Assuming that � < 1, the necessary and su¢ cient condition for
the existence of a commitment device is v2 < 0 (adverse health cost) but it is

irrelevant to the sign of v12 (reinforcement).

Proof: See Appendix D.

Proposition 2 shows that even if v12 = 0, the consumer still has an incentive

to use a commitment device to curb future myopic behavior. The result is similar

to O�Donoghue and Rabin (2006) in which a revenue-neutral tax policy for an

unhealthy good is proposed. Since they do not consider addiction, their model

assumes v12 = 0.

The commitment device is distinct from self-restraint. Both are used to curb

over-consumption in the future, but the commitment device increases the price

of consumption, while self-restraint reduces the addictive stock of the future. It

turns out that even in the presence of the commitment devices, present-biased

consumers have an incentive to engage in self-restraint, as shown in the following

proposition.

Proposition 3 Assume that � < 1 and v22 = 0: The consumer has a self-

restraint incentive regardless of the presence of any commitment device (T; q)�
0.

13



Proof: See Appendix E.

Proposition 3 indicates that for any proposed commitment device above, a

self-restraint incentive always exists. That is, the self-restraint incentive term

in the inverse demand function of Eq. (7) is guaranteed to be strictly positive

even with the availability of a self-commitment device. However, the result in

Proposition 3 does not necessarily mean that the magnitude of a self-restraint

incentive is una¤ected by the use of a self-commitment device. The use of a self-

commitment device is expected to a¤ect the individual�s incentive to exercise

self-restraint.

As shown in Corollary 3, v22 = 0 is a su¢ cient (but not necessary) condition

for the existence of a positive self-restraint incentive. As discussed in the previous

section, even if v22 6= 0, a self-restraint incentive generally exists in this model.
The same logic is applied regardless of the existence of a commitment device.

5. Conclusion

In the literature, present bias has been able to explain why people over-

consume harmful addictive goods. In this paper, we demonstrate that present

bias can also explain a seemingly opposite phenomenon. Speci�cally, present-

biased and sophisticated consumers have an incentive to reduce their consump-

tion of a harmful addictive good today to curb their future consumption. This

incentive appears to be particularly strong when the good is highly addictive,

or if future consumption is quite harmful. Using a quasi-hyperbolic discount-

ing model framework, we show that this incentive can coexist with an external

commitment device such as a sin tax on the addictive good.

Our �ndings have interesting empirical applications. First, our results demon-

strate that present-biased consumers possess an incentive to exercise self-restraint,

which is an internal mechanism of regulating their future self-control problem.

For many years, governments and organizations have provided external commit-

ment devices (e.g., a sin tax on harmful goods) to help mitigate over-consumption

of harmful goods. Our results suggest that increasing sophistication among

present-biased consumers may be another e¤ective method to mitigate over-

consumption by encouraging consumers to exercise self-restraint.

Second, our paper demonstrates why some sophisticated present-biased con-

sumers may totally abstain from consuming an addictive good, even if consump-

tion in moderation is not harmful or is even preferred at times. Examples include

14



people who adopt strict no-sugar or no-carb diets, or who practice total absti-

nence from pleasurable activities. These types of extreme abstinence behaviors

may seem to be puzzling, but they can be explained by sophisticated consumers�

desire to restrict their own consumption to extreme levels to regulate future

over-consumption.

Finally, another interesting empirical prediction is what happens when ces-

sation products, (e.g., nicotine replacement products for cigarette smoking) are

introduced in the market. The cessation product makes it easier to quit the

addictive good. However, although the introduction of a cessation product could

reduce present-biased consumers� incentive to exercise self-restraint, they may

subsequently increase consumption of the addictive good. This �nding, if true,

would have important implications for public policy. It would be interesting

to test these empirical predictions and explore the policy implications in future

studies.

Appendices

A. Proof of Proposition 1

Given S3, the consumer�s period-3 maximization problem is

max
a3;c3

v(a3; S3) + u(c3);

subject to

p3a3 + c3 = y3: (18)

Because we assume that limat!0 v1(at; St) =1; limat!1 v1(at; St) = 0; limct!0 u
0(ct) =

1; limct!1 u
0(ct) = 0, there is an interior solution to Eq. (18) for any value of

S3 2 (0;1):
From the �rst-order conditions of the period-3 maximization problem, we

have

v1(a3; S3) = u
0(c3)p3: (19)

Implicitly di¤erentiating Eq. (19) with respect to S3, we have

v11(a3; S3)da3 + v12(a3; S3)dS3 = u
00(c3)p3dc3 (20)
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From the budget constraint of Eq. (18), we have

p3da3 + dc3 = 0: (21)

From Eqs (20) and (21), we have

v11(a3; S3)da3 + v12(a3; S3)dS3 = �u00(c3)p23da3; (22)

which is, in turn, equivalent to

da3
dS3

= a03(S3) = �
v12(a3; S3)

v11(a3; S3) + u00(c3)p23
> 0: (23)

Eq. (23) implies that
dc3
dS3

= c03(S3) < 0:

Given a3(S3), c3(S3) and S2, the consumer�s period-2 maximization problem

is

max
a2;c2

v(a2; S2) + u(c2) + �� fv(a3; S3) + u(c3)g ; (24)

subject to

p2a2 + c2 = y2: (25)

From (24) and (25), we have the following �rst-order conditions

v1(a2; S2) + ��

(
v1(a3; S3)a

0
3(S3) + u

0(c3)c
0
3(S3)

+v2(a3; S3) (1� d)

)
(26)

= p2u
0(c2)

From Eqs. (19) and (21), we have

v1(a3; S3)a
0
3(S3) + u

0(c3)c
0
3(S3) = fv1(a3; S3)� u0(c3)p3g a03(S3) = 0 (27)

Thus, from Eqs. (26) and (27), we have

v1(a2; S2) + ��v2(a3; S3) (1� d) = u0(c2)p2: (28)

From Eqs. (25) and (28), we can derive a2(S2) which satis�es the following

16



equation:

v1(a2(S2); S2) + ��v2(a3(S3); S3) (1� d) = u0(y2 � p2a2(S2))p2; (29)

where

S3 = (1� d) (S2 + a2(S2)) .

Because we assume that limat!0 v1(at; St) =1; limat!1 v1(at; St) = 0; limct!0 u
0(ct) =

1; limct!1 u
0(ct) = 0, there is an interior solution to Eq. (29) for any value of

S2 2 (0;1):
Given a2(S2), c2(S2), a3(S3), c3(S3) and S1, the period-1 maximization prob-

lem is

max
a1;c1

v(a1; S1) + u(c1) + �� fv(a2; S2) + u(c2)g+ ��2 fv(a3; S3) + u(c3)g (30)

subject to

p1a1 + c1 = y1:

From the �rst-order conditions from the period-1 maximization problem of (30),

we have

v1(a1; S1) (31)

+��

8>>><>>>:
v1(a2(S2); S2)a

0
2(S2) (1� d) + u0(c2(S2))c02(S2) (1� d)| {z }

6=0:a1!S2!a2

+v2(a2(S2); S2) (1� d)| {z }
a1!S2

9>>>=>>>;

+��2

8>>>>>>><>>>>>>>:

v1(a3(S2); S3)a
0
3(S3) (1� d)

2 + u0(c3(S3))c
0
3(S3) (1� d)

2| {z }
=0;a1!S3!a3

+v2(a3(S2); S3) (1� d)2| {z }
a1!S3

+v2(a3(S2); S3)a
0
2(S2) (1� d)

2| {z }
a1!S2!a2!S3

9>>>>>>>=>>>>>>>;
= p1 � u0(c1)

From Eq. (27), we know that

v1(a3(S2); S3)a
0
3(S3) (1� d)

2 + u0(c3(S3))c
0
3(S3) (1� d)

2 = 0;
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and, thus, Eq. (31) can be written as

p1 � u0(c1) = v1(a1; S1) + ��v2(a2; S2) (1� d) + ��2v2(a3; S3) (1� d)2 (32)
+�� fv1(a2; S2)a02(S2) (1� d) + u0(c2)c02(S2) (1� d)g
+��2v2(a3; S3)a

0
2(S2) (1� d)

2

Eq. (32) can be divided into two part (Part A and Part B). Part A is the

marginal utility which is

Part A: v1(a1; S1) + ��v2(a2; S2) + ��
2v2(a3; S3) (1� d) : (33)

and Part B is

Part B: ��

(
v1(a2; S2)a

0
2(S2) (1� d) + u0(c2)c02(S2) (1� d)

+�v2(a3; S3)a
0
3(S3)a

0
2(S2) (1� d)

2 :

)
: (34)

From Eq. (28), we have

v1(a2; S2) + ��v2(a3; S3)a
0
3(S3) (1� d) = u0(c2)p2:

Using Eq. (28) and p2a02(S2) + c
0
2(S2) = 0, we can express Part B as

��
�
v1(a2; S2)a

0
2(S2) (1� d) + u0(c2)c02(S2) (1� d) + �v2(a3; S3)a02(S2) (1� d)

2	
= �� (1� d) fv1(a2; S2)a02(S2) + u0(c2)c02(S2) + �v2(a3; S3)a02(S2) (1� d)g
= �� (1� d) fv1(a2; S2)a02(S2)� p2u0(c2)a02(S2) + �v2(a3; S3)a02(S2) (1� d)g
= �� (1� d) f���v2(a3; S3)a02(S2) (1� d) + �v2(a3; S3)a02(S2) (1� d)g
= ��2 (1� d)2 v2(a3; S3) (1� �) a02(S2): (35)

From Eqs. (32) and (35), we have

p1 � u0(c1) = v1(a1; S1) + ��v2(a2; S2) (1� d) + ��2v2(a3; S3) (1� d)| {z }
Lifetime marginal utility

+��2 (1� d)2 v2(a3; S3) (1� �) a02(S2)| {z }
Self-restraint incentive

(36)

From Eqs. (36), we know that the necessary and su¢ cient condition for the

existence of a self-restraint incentives is that a02(S2) > 0.
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B. Proof of Corollary 1

Implicitly di¤erentiating Eq. (28) with respect to S2, we have

v11(a2; S2)da2 + v12(a2; S2)dS2 (37)

+��v12(a3; S3)da3 + ��v22(a3; S3)dS3 = u
00(c2)p2dc2:

Implicitly di¤erentiating the period-2 budget constraint, we have

p2da2 + dc2 = 0: (38)

From Eqs. (37) and (38), we have

v11(a2; S2)da2 + u
00(c2)p

2
2da2 + v12(a2; S2)dS2

+��v12(a3; S3)da3 + ��v22(a3; S3)dS3 = 0:

which is equivalent to

a02(S2) = �
v12(a2; S2) + ��v12(a3; S3)a

0
3(S3) (1� d) + ��v22(a3; S3) (1� d)

v11(a2; S2) + u00(c2)p22
:

(39)

From Eq. (23), we know that a03(S3) > 0. Therefore, v22(a3; S3) = 0 is a su¢ cient

condition for a02(S2) to be positive.

C. An Example with Quadratic Utility

The period utility function is

U (at; St; ct) = t� at �
a2t
2
+ k � at � St � St + ct: (40)

With the quadratic utility function in Eq. (40), we can derive a3(S3) and c3(S3):

a3(S3) = �p3 + kS3 + t; c3(S3) = y3 � p3 � a3(S3):

Plugging a3(S3) and c3(S3) into the period-2 maximization problem, we can get

a2(S2) =
�kS2 + p2 � t+ �(1� k2S2 + kp3 � kt)

�1 + �k2 ;

c2(S2) = y2 � p2 � a2(S2):
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Plugging a2(S2) and c2(S2) into the period-1 maximization problem, we can

derive the demand function of a1 in terms of p1. With the parameter choices of

t = 2; k = 0:4; � = 0:5; � = 1; d = 0; p2 = p3 = 1, we have the following demand

function:

a1(p1) = 1:81992� 1:34743p1: (41)

From the demand function in Eq. (41), we have the following inverse demand

function:

p1 = 1:35066� 0:742155a1;

which can be divided into two parts from Eq. (36):

p1 = (1:41304� 0:773913a1)| {z }
Marginal utility = MU(a1)

� (0:0623819� 0:031758a1)| {z }
Self-Restraint Incentive = SR(a1)

:

D. Proof of Proposition 2

First, we prove that an increase in T from zero to a small positive value

results in a decrease in a2. The period-2 maximization problem is

max
a2;c2

v(a2; S2) + u(c2) + �� fv(a3; S3) + u(c3)g (42)

subject to

c2 + p2(1 + T )a2 = y2 +X:

From the �rst-order conditions from the period-2 maximization problem of

Eq. (42), we have

v1(a2; S2) + ��v2(a3; S3) (1� d) = u0(c2)p2(1 + T ): (43)

The second-order conditions from the period-2 maximization problem of Eq. (42)

are

v11(a2; S2) + ��v12(a3; S3) (1� d)2 a03(S3) + ��v22(a3; S3) (1� d)
2 < 0; (44)

and

u00(c2)p2(1 + T ) < 0: (45)
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Implicitly di¤erentiating Eq. (43) with respect to T , we have

v11(a2; S2)
da2
dT

+ ��v12(a3; S3) (1� d)
da3
dT

+ ��v22(a3; S3) (1� d)
dS3
dT

= u00(c2)
dc2
dT
p2(1 + T ) + u

0(c2)p2: (46)

From period-2 budget constraint, we have

dc2 + p2(1 + T )da2 = p2Tda2;

which is equivalent to

dc2 + p2da2 = 0: (47)

Implicitly di¤erentiating a3 = a3(S3) with T , we have

da3
dT

=
da2
dT
(1� d)a03(S3): (48)

Implicitly di¤erentiating S3 = (1� d)(S2 + a2(S3)) with T , we have

dS3
dT

=
da2
dT
(1� d): (49)

From Eqs. (46-49), we have

v11(a2; S2)
da2
dT

+ ��v12(a3; S3) (1� d)2
da2
dT
a03(S3) + ��v22(a3; S3) (1� d)

2 da2
dT

= �u00(c2)
da2
dT
p22(1 + T ) + u

0(c2)p2;

which is equivalent to

da2
dT

=
u0(c2)p2(

v11(a2; S2) + u
00(c2)

da2
dT
p22(1 + T )

+��v12(a3; S3) (1� d)2 a03(S3) + ��v22(a3; S3) (1� d)
2

) : (50)

From Eqs. (44-45), we know that da2
dT
> 0 in Eq. 50.

The period-1 maximization problem is

max
a1;c1

v(a1; S1) + u(c1) + �� fv(a2; S2) + u(c2)g+ ��2 fv(a3; S3) + u(c3)g : (51)

Let U (1) be the intertemporal utility in period 1, applying the envelop condition
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in the maximization problem of Eq. (51), we have

dU (1)

dT
= ��v1(a2; S2)

da2
dT

+ ��u0(c2)
dc2
dT

+��2v1(a3; S3)
da3
dT

+ ��2u0(c3)
dc3
dT| {z }

=0

+ ��2v2(a3; S3)
dS3
dT
:

= ��v1(a2; S2)
da2
dT

+ ��u0(c2)
dc2
dT

+ ��2v2(a3; S3)
dS3
dT
: (52)

Because we have dc3+p2da2 = 0 from the budget constraint and dS3
dT
= (1�d)da2

dT
,

Eq. (52) is

dU (1)

dT
= ��v1(a2; S2)

da2
dT

� ��u0(c2)p2
da2
dT

+ ��2v2(a3; S3)(1� d)
da2
dT

(53)

= ��
da2
dT

fv1(a2; S2)� u0(c2)p2 + �v2(a3; S3)(1� d)g :

From the �rst-order conditions in the second period, we have

v1(a2; S2) + ��v2(a3; S3) (1� d) = u0(c2)p2 (1 + T ) : (54)

From Eqs. (54) and (53), we have

dU (1)

dT
= ��

da2
dT

f���v2(a3; S3) (1� d) + u0(c2)p2T + �v2(a3; S3)(1� d)g

= ��
da2
dT

f(1� �) �v2(a3; S3) (1� d) + u0(c2)p2Tg : (55)

At T = 0, Eq. (55) becomes

dU (1)

dT
jT=0 = ��2 (1� �) (1� d) v2(a3; S3)

da2
dT
; (56)

which is strictly positive if � < 1 and v2(a3; S3) < 0.

Now, we investigate the impact of the program cost q in the period-1 in-

tertemporal utility. Applying the envelop theorem in the maximization problem

of Eq. (51), we have
dU (1)

dq
= �� < 0; (57)

where � 2 (0;1) is the Lagrangian multiplier, which is the marginal utility of
period-1 income. Because � is a �nite value, from Eqs. (53) and (57), there
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exists (�T;�q)� 0 where (T; q) = (0; 0) such that

dU (1)

dT
�T +

dU (1)

dq
�q > 0;

which implies that a self-selecting commitment devices (T; q) � 0 increases

period-1 intertemporal utility.

E. Proof of Proposition 3

We can directly prove Proposition 3 from the proof of proposition 1. With the

existence of a commitment device, the only changes in the maximization problem

are �a2(S2) and c2(S2). Therefore, we can write the Euler equation in the same

way in Eq. (7) by replacing �a2(S2) with �aT2 (S2); where �a
T
2 (S2) represents the

addictive-good response functions in the presence of a tax policy (T; q) in period

2. The following is the Euler equation with a self-selecting commitment device:

p1 � u0(c1) =
v1(a1; S1) + ��v2(�a

T
2 (S2); S2) (1� d)

+��2v2(a3(S2); S3) (1� d)| {z }
Marginal utility

(58)

�
�
���2 (1� d)2 v2(a3; a3(S2)) (1� �)

@aT2 (S2)

@S2

�
| {z }

Self-restraint incentive

From Eq. (58), we know that the conditions for the self-restraint incentive to be

positive are

� < 1 and
@�aT2 (S2)

@S2
> 0.

Now, we need to check the condition for @aT2 (S2)=@S2 > 0. The maximization

problem in period 2 is

max
aT2 ;c2

v(aT2 ; S2) + u(c2) + �� fv(a3(S3); S3) + u(c3(S3))g ; (59)

subject to

c2 + p2(1 + T )a
T
2 = y2 +X: (60)

Thus, from Eqs. (59) and (60), we have

v1(a
T
2 ; S2) + ��v2(a3; S3) (1� d) = u0(c2)p2(1 + T ): (61)
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Implicitly di¤erentiating Eq. (61) with respect to S2, we have

v11(a
T
2 ; S2)da

T
2 + v12(a

T
2 ; S2)dS2 (62)

+��v12(a3; S3)da3 + ��v22(a3; S3)dS3

= u00(c2)p2(1 + T )dc2:

From the period-2 budget constraint, we have

dc2 + p2(1 + T )da2 = p2Tda2 ! dc2 = p2da2; (63)

From Eqs. (62) and (63), we have

v11(a
T
2 ; S2)da2 + u

00(c2)p
2
2(1 + T )da2 + v12(a2; S2)dS2

+��v12(a3; S3)da3 + ��v22(a3; S3)dS3 = 0:

which is equivalent to

daT2
dS2

= �v12(a
T
2 ; S2) + ��v12(a3; S3)a

0
3(S3) (1� d) + ��v22(a3; S3) (1� d)

v11(aT2 ; S2) + u
00(c2)(1 + T )p22

: (64)

From Eq. (23), we know that @a
T
2 (S2)

@S2
> 0 if v22(a3; S3) = 0.
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